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Going Cooler With Timing-Constrained TeSHoP:
A Temperature Sensing-Based Hotspot-Driven

Placement Technique for FPGAs
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Abstract— The continuous shrinking of the feature size in
CMOS technology has significantly increased the power densities
of integrated circuits, leading to severe temperature issues.
However, the previous offline simulation-based thermal optimiza-
tion works cast large deviations with the reality, while online
sensing-based thermal managements usually incur significant
performance overhead. Therefore, it is crucial to propose a
method that could achieve fine-grained optimization with accu-
rate temperature profiles. In this paper, we propose a timing-
constraint temperature sensing-based hotspot-driven placement
technique for field-programmable gate arrays (FPGAs). The
hotspot optimization issue is modeled as a hyper minimum
bipartite matching problem and is solved by a place adjustment
with the input of an online sensed temperature profile. We pro-
pose an open-source/commercial hybrid design flow to implement
the whole optimization in Xilinx Virtex-6 FPGA. Experimental
results demonstrate a significant reduction in peak temperature
and a great improvement on thermal uniformity, with slight
performance overhead under timing constraints.

Index Terms— Computer-aided design flow, field-
programmable gate arrays (FPGAs), hotspot optimization,
performance.

I. INTRODUCTION

F IELD-PROGRAMMABLE GATE ARRAY (FPGA)
devices have been expanding their fields in many

commercial applications for high performance and rapid
hardware implementation. However, along with transistor
technology shrinking at a high pace, the power density of
FPGAs increased rapidly and caused the thermal issue to be
one of the severest challenges on reliability and performance.
It is reported that the failure rate doubles with every 10 °C
rises in temperature [1] and thus, the appearance of hotspots
could significantly degrade the reliability. On the other
hand, excessive temperatures could also increase the delay
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Fig. 1. Key steps and methods of hotspot reduction.

of circuits and exert a tight constraint on the performance
budget. Therefore, the hotspots have become an increasingly
pressing concern for FPGAs.

The key reason behind hotspots is that the junction tem-
perature increases with the dramatic growth of power density,
while it in turn exponentially aggravates the leakage power as
well [2]. This mutual effect gives rise to a positive feedback
loop. Especially when circuits are designed in clusters, which
leads to inadequate heat emission on FPGAs, this temperature
issue will cause a partial thermal explosion [3] and make
hotspots come into being.

Methods for hotspot reduction mainly contain two steps:
temperature profile acquisition and hotspot optimization, as
seen in Fig. 1. The temperature profile of the FPGA describes
the hotspot distribution of the target circuit on chip, which is
used as a reference to guide hotspot optimization. Temperature
profile acquisition techniques can be broadly classified into
online temperature sensing and offline thermal simulation,
while hotspot optimization could be implemented at either run-
time or the design stage.

Existing works mainly have two kinds of hotspot reduction
methods: the online sensing-based thermal management and
the offline simulation-based thermal optimization.

The online sensing-based thermal management meth-
ods [4]–[9] dynamically monitor and give response to temper-
ature violations. To acquire accurate temperature profile, they
use programmable thermal sensors in their reactive systems for
online sensing. The hotspot optimizations are implemented at
run-time, including dynamic voltage/frequency scaling [8], [9]
and task migration [5], [6]. The optimization of these methods
is coarse-grained, for it takes the module as the minimum
unit, which is composed of a large number of configurable
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logic blocks (CLBs). Coarse-grained optimizations give rise
to the significant performance overhead, such as 142.86%
in [7]. Not merely the execution time of the controller but
also the scaling of voltage/frequency will increase the latency
and further degrade the performance. Therefore, it is important
to perform fine-grained optimization to reduce hotspots and
simultaneously consider protecting the performance and the
area from being disturbed.

The offline simulation-based thermal optimization
methods [10]–[16] are implemented in the design flow.
Their temperature profile is acquired by power estimation
and thermal simulation. The simulation models are usually
established by the analysis of temperature and power, such as
the finite difference method-based model [10], [12], [14] and
the electrostatic-based model [15]. The hotspot optimizations
are usually implemented by treating the thermal issue as
one of the optimization objectives at the design stage. These
optimization methods have the superiority of fine granularity.
But the simulation-based temperature profile always casts
large deviations from the reality and makes them less effective.
Amrouch et al. [17] have studied the accuracy of simulation-
based methods and reached a conclusion that the difference
between simulation and actual temperature is up to 13 °C.

In contrast with the conventional methods presented
above, the temperature sensing-based hotspot-driven place-
ment (TeSHoP) technique proposed in this paper obtains the
temperature profile by online temperature sensing, and the
hotspot optimization is implemented at the design stage to
achieve a fine-grained CLB-level optimization. To implement
the TeSHoP technique in real-life scenarios and evaluate the
optimizations on a real FPGA, there are several challenges to
be overcome. First, to implement a general online temperature
sensing method, we need to design a flexible sensor network
which is convenient in inserting to various circuits. Second,
to keep the performance from being disturbed as much as
possible, the proposed method for hotspot optimization needs
to have the capability of reducing hotspots, meanwhile, effec-
tively protecting the performance. Furthermore, to implement
the timing-constrained optimizations on a real FPGA, we need
to pioneer ways between an open-source and a commercial
tool to complete an open-source/commercial hybrid design
flow which supports the commercial timing constraint.

With overcoming all the barriers presented above, the key
contributions of this paper are as follows.

1) We propose a flexible sensing network to obtain the
online temperature profile for design optimization,
which reflects a much more accurate temperature dis-
tribution of the FPGA than the profile generated by
simulation.

2) We propose a high-level formulation of the hotspot-
driven placement problem with the hyper minimum
bipartite matching model.

3) We propose an efficient heuristic algorithm for solving
the problem, which is capable of keeping the perfor-
mance from being disturbed as much as possible during
the hotspot optimization.

4) We propose an open-source/commercial hybrid design
flow to implement the hotspot reduction. The proposed

Fig. 2. TeSHoP framework overview.

design flow supports the commonly used physical timing
constraints of the commercial tool. All the experiments
are implemented in a real FPGA through this flow.

The remainder of this paper is organized as follows.
Section II depicts the framework overview of our TeSHoP
technique. Method for temperature profile acquisition is shown
in Section III. The strategy of hotspot optimization is detailed
in Section IV. The experimental results are analyzed in
Section V. We conclude and present future work in Section VI.

II. TeSHoP FRAMEWORK OVERVIEW

To implement the TeSHoP technique in real-life scenarios,
we come up with an open-source/commercial hybrid design
flow, as shown in Fig. 2. The design flow of TeSHoP is mainly
composed of temperature profile acquisition and hotspot opti-
mization. The temperature profile is obtained by online sensing
method. This part mainly contains the original area-and-
timing-aware implementation of the target circuit, the insertion
of the sensor network, and the online temperature sensing for
the FPGA. It provides the original placement result and the
temperature profile for hotspot optimization. With this original
placement result as the start point, the hotspot optimization
adjusts the placement according to the temperature profile
and reduces hotspots under a specific upper bound of area
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Fig. 3. RO-based sensor structure.

and timing overhead. The bitstream is then generated for the
hotspot-optimized design to run on real FPGAs.

The highlighted orange parts in Fig. 2 are the key imple-
mentation of our TeSHoP technique. The temperature sensing
network is implemented by integral of squared error (ISE),
a commercial design suit of Xilinx, to achieve a flexible
and region-restricted network. The hotspot-driven placement
is implemented in VTR, an open-source Verilog-to-Routing
design tool [18]. With the extension of VTR-to-bitstream
design flow [19], the placement result of VTR is converted
to the ISE for routing, bitstream generation and finally run on
real FPGAs.

III. TEMPERATURE PROFILE ACQUISITION

In this section, we first design and implement a flexible
programmable temperature sensor network for online mea-
surement. Then, we insert the sensor network into the circuit
during the circuit design flow.

A. Design of Temperature Sensor Network

The programmable temperature sensor network contains a
series of ring oscillator-based (RO) sensors, a counter, and a
sensor controller.

The RO has an odd number of inverters and the frequency
is computed as in

fro = 1

2N · td
(1)

where N is the number of inverters in an RO, td is the delay
of the inverter. Its frequency is inversely proportional to the
temperature [20]. Owing to its flexibility and conciseness, RO
is widely adopted for temperature measurement in various
applications of integrated circuits.

We design our RO-based sensor on the foundation of [21].
As shown in Fig. 3, it contains 7 inverters for oscillation
and 6 decimators for the oscillating frequency to be captured
by the clock under Nyquist sampling theory. To improve the
accuracy of measurement, the sensor network is calibrated
from 25 °C to 95 °C with the aid of the system monitor
[22]. The measurement accuracy of this method is proven
to be within 0.5 °C [21] and is accurate enough for our
technique.

The RO-based sensor network is distributed in arrays and
the sensor controller is located in the center of the chip.
We divide the FPGA into r1 × r2 grids and put an RO-based
sensor in the center of each grid. The temperature of all the
logic blocks in a grid is treated with the same value which is
measured by the sensor in that grid. Fig. 4(a) gives out a simple

Fig. 4. Temperature sensor network on an FPGA. (a) Simple 2 × 2 grid
structure. (b) Floorplan of a sensor network.

example of the component structure in a 2 × 2 grid partition
and Fig. 4(b) is the physical floorplan of a 10 × 10 sensor
network from a real FPGA device. The blocks highlighted in
yellow are the RO-based sensors and the blocks in blue are
the controller and counter, respectively.

Since the RO-based sensor oscillates at a high frequency
which could generate heat as well, it would disturb the online
temperature profile if the RO-based sensor is in the working
state for a long time. Therefore, the sensor network is initially
set to be idle. When the temperature sensing is required,
the sensor controller activates and shuts off the RO-based
sensors in pipeline, as shown in Fig. 5. For each RO-based
sensor, when it is activated by the controller, it takes 216

cycles for stabilization because the oscillation of the RO may
not be stable at the beginning. Then it takes 216 cycles for
counting the oscillation, which reflects the frequency of this
RO. Meanwhile, the next RO-based sensor is activated for
stabilization and prepares for counting. Each RO-based sensor
is immediately set back to the idle state after the counting
to keep the influence induced by the sensor network to be
negligible. The counter module keeps counting for each RO-
based sensor and sequentially sends the frequency value back
to the controller. All the frequency value would be sent back
to the PC through the UART port. And the temperature profile
is then generated by the frequency of each RO-based sensor.

With the online temperature profile, we can detect the
hotspots for optimization. Apparently, the accuracy of the
sensor network increases along with the number of grids
rising. However, overuse of sensors not only requires more
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Fig. 5. Working state of ROs in the sensor network.

resource utilization for sensing, but also the heat produced
by oscillating can no longer be neglected as well. This effect
will in turn influence the accuracy of the sensor network and
further degrade the optimization. Taking the adopted FPGA
as an example, we discuss different grid partitions which are
detailed in Section V.

All the components of the sensor network are constrained
to the specific regions and the normalized resource utilization
for sensing is less than 2% under the most reasonable grid par-
tition, which is discussed in Section V. Notably, this resource
requirement only takes place when the sensor network is in
need for obtaining the temperature profile. In the later hotspot
optimization, the sensor network is no longer needed and will
not be contained in the final circuit design. Therefore, no area
overhead will be brought into the circuit design after using the
TeSHoP technique.

B. Insertion of Sensor Network

Existing works on programmable sensor-based manage-
ments mainly insert the sensor in their Verilog Hardware
Description Language. Since the calibrated function between
temperature and frequency varies with different routing struc-
ture, the sensors need to be recalibrated for different imple-
mentations. In contrast, our TeSHoP technique proposes a
general method where the sensor network only needs to
be calibrated once and then applicable for different circuits
thereafter. The process of the insertion is as follows.

1) Calibration (Only Once): For a given FPGA architecture,
we design a suitable r1 × r2 grid partition for the sensor
network and implement it with a commercial tool to achieve
a region-restricted implementation. Then the calibration of the
sensor network is executed. Afterwards, the calibrated sensor
network could be used for different circuits for temperature
sensing without any recalibration. This step is required only
when a different FPGA architecture is applied for the first
time.

2) Insertion: During the design flow of the target circuit,
we insert the post-route design of the calibrated sensor network
which contains the complete place and route information into
the circuit. Specifically, to realize it in Xilinx FPGAs, we
adopt the human readable Xilinx Design Language (XDL) and
propose an X DL_Combine tool for the design combination.
Since the segmentation information is hard to be extracted
from a commercial FPGA and routing conflict is not avoidable
for two individual routing designs, we combine the post-place
file (.xdl) of the circuit and the post-route file (.xdl) of the

Fig. 6. XDL Combination flow for the sensor insertion.

sensor network into a partial-routed design through our tool,
which could ensure them sharing the same system signal, such
as the system clock, and avoiding placement conflict, as shown
in Fig. 6.

3) Routing: On account that the commonly used par rout-
ing tool in the ISE is entitled to change the existing routing
information and disturb the routed structure of the RO-based
sensors, we adopt the F PG A Edi tor tool to automatically
route the unrouted nets [23] and meanwhile, ensure the routed
ROs untouched after the insertion. While for the design after
the TeSHoP technique, since it is unnecessary to insert the
sensor network to the circuit for temperature sensing, we adopt
the par tool in the ISE for routing, which supports the physical
timing constraint by adding them to the pcf file and make it
a way for the circuit meeting their timing requirements. The
fully routed design is finally sent to the bi tgen tool in the ISE
for subsequent bitstream generation.

Therefore, the original structure of the RO will not be
touched and the RO calibration will not be required for
different circuits anymore. In addition, the insertion of the
sensor network has slight effect on the original circuit place-
ment because the resource utilization in most applications is
within 80%, which means there would always be at least
20% resource left unused at run-time. Since the resource
utilization of our flexible sensor network is less than 2%, the
unused resource is sufficient for inserting a sensor network.
In addition, since the sensor network is no longer needed after
the hotspot optimization, no area and power influence will be
exerted on the final optimized circuit design.

IV. HOTSPOT OPTIMIZATION

SRAM-based FPGAs are the island-style structure with an
array of CLBs, some heterogeneous blocks between them,
input–output blocks on the periphery and routing segments in
the channels [24]. All the components are arranged in arrays
and the task of placement is to work out an appropriate match
between the circuit blocks and the available components, such
as the CLBs on the FPGA. As can be seen, the TeSHoP
technique is implemented by taking hotspot reduction as one
of the optimization objectives during this process.

In this section, we first give out a high-level problem
formulation of the TeSHoP. Then we detail the hotspot-driven
algorithm flow for solving the problem.

A. Problem Formulation

For an arbitrary circuit, assume it contains m circuit blocks
to be placed and there are n (n ≥ m) logic blocks available
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in the target FPGA. Then we model the circuit blocks as a
set B = {b0, b1, . . . , bn−1} and model the available CLBs,
taking CLBs as an example, as a set C = {c0, c1, . . . cn−1}.
The attributes of set B are as follows.

1) m nodes of B are corresponding to the circuit blocks
while the rest n − m nodes are defined as NU L L and
are mutually equivalent.

2) Each bi can map with one and only one node c j in set C .
3) Each bi has a specific temperature extracted from the

temperature profile.
And for set C , we have the following.

1) Each c j is corresponding to a unique coordinate
p(x j , y j ) on the FPGA.

2) Each c j can map with one and only one node bi .
All the possible mapping relations between sets B and C are

modeled as an edge set E , where E = {ei j , i ⊂ B, j ⊂ C}.
For an arbitrary circuit block bi , different ei j indicates that
the bi is placed in a different position p(x j , y j ) of the FPGA.
For example, edges of b5 in Fig. 7(a) and (b) are e5,5 and
e5,10 which means b5 is placed in c5 and c10 is surrounded by
different blocks, respectively. We define the terms as follows.

Definition: The range of thermal effect of a hotspot bi is
a square that is centered on bi . The vertical/horizontal radius
of the square is equal to a nonnegative integer r(r ≥ 0). The
neighbors of ei j is the set of blocks N who are in the range
of thermal effect with bi when bi is mapping to c j . Taking
Fig. 7(a) as an example, the range of thermal effect is
r = 1 and the neighbors of e5,5 is N = {b0, b1, b2, b4, b6,
b8, b9, b10}. Apparently, there are (2r + 1)2 − 1 neighbors for
an edge.

The wi j of set W = {wi j , i ⊂ B, j ⊂ C} denotes the
thermal weight for the edge ei j in E , which represents the
potential temperature when bi maps to c j . As depicted in (2),
weight wi j is composed of two parts, the temperature value of
bi itself and the thermal effect that its neighbors exert on it.
The thermal propagation of hotspot is set to be (1/d3) to
conform to the propagation of point heat source [25]

wi j = Ti +
(2r+1)2−2∑

k=0

TN(k) − Ti

d3
(cN(k),c j )

(2)

where Ti and TN(k) are the temperature of bi and its neigh-
bor bN(k), respectively. The d(cN(k),c j ) is the distance between
c j and cN(k) , as shown in

d(cN(k),c j ) =
{√

(�x + 1)2 + (�y + 1)2, �x · �y �= 0

| �x | + | �y | +1, �x · �y = 0.
(3)

The distance of c j to itself is defined as 1 for solving the
problem that the denominator cannot be 0. And the coordi-
nates are concomitantly increased by 1 for its neighbors. For
example, the weight of e5,5 in Fig. 7(a) is w5,5 = 80 + 4 ×
((78 − 80)/23) + 4 × ((76 − 80)/(2

√
2)3) = 78.3.

The hotspot-driven placement problem can be described as
a hyper weighted bipartite graph G = (V , E, W ), V = B ∪C .
The objective of our TeSHoP technique is to find a minimum
weight match in these perfect match for graph G.

Traditional weighted bipartite graph has a fixed weight
for each edge thus finding minimum weight match for the

Fig. 7. Hyper minimum weight match process of TeSHoP. (a) Hotspot with
hot neighbors. (b) Hotspot with cold neighbors.

graph is known as the assignment problem, which could be
solved in polynomial time. However, G is equivalent to the
traditional weighted bipartite graph only when the range of
thermal effect r = 0. As in our problem r ≥ 1, weights in
W are dynamically changed with every perfect match of G.
Taking Fig. 7 as an example, Fig. 7(a) and (b) demonstrates
two scenarios where only b5 and b10 have different edge. The
temperature is enumerated in the center of each block. The
range of thermal effect is assumed to be r = 1. Therefore, the
weights of e5,5, e10,10, and e4,4 in Fig. 7(a) are w5,5 = 78.3,
w10,10 = 75.7, and w4,4 = 77.8, respectively. As for Fig. 7(b),
since the edge of b5 and b10 has changed, weights of b5, b10
and their neighbors such as b4, b11 are affected simultaneously.
The weights of e5,10, e10,5, and an example neighbor e4,4
in Fig. 7(b) are w′

5,10 = 76.8, w′
10,5 = 77.2, w′

4,4 = 77.3,
respectively. Apparently, any changing in edges would give
rise to different weight wi j even for the unchanged edges,
which increases the complexity of the problem. Therefore,
our TeSHoP technique adopts a heuristic algorithm to solve
it by finding an optimal perfect match that approaches to the
minimum weight match in graph G.

Conventional area/timing-driven placement algorithms
would locate the blocks as close as possible in order to
minimize the area or timing cost. However, hotspots in
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clusters would aggravate the positive feedback loop of
temperature and power, and lead to excessive damage.
Moreover, nonuniformity of on-chip temperature would cause
many other problems such as reliability and aging [26]. Thus
during the placement process, we try to decrease the peak
temperature and improve the thermal uniformity. Lower peak
temperature can directly mitigate hotspots on the present
temperature profile, while better thermal uniformity indicates
a more reasonable thermal distribution and benefits system
health as well.

Therefore, for the hyper weighted bipartite graph G, the
maximum and minimum weight in W , denoted as wmax and
wmin, are much meaningful to us. For example, comparing
with Fig. 7(a), the highest weight induced by the hotspot b5 is
significantly decreased from 78.3 to 77.8 in Fig. 7(b), which
makes this hotspot surrounded by a larger number of colder
neighbors. The highest thermal gap is decreased from 5.6 to
4.9 as well. Apparently, mapping with lower weight is more
conductive to heat emission and thus it is more preferred by
hotspot reduction.

We take wmax as the evaluation metric for the potential peak
temperature of this perfect match and take wmax −wmin as the
evaluation metric for the potential highest thermal gap. Hence,
the goal of the hotspot-driven placement is to minimize these
two values as much as possible.

1) Given: A set of circuit blocks B , a set of FPGA available
logic blocks C , a temperature profile of the original
circuit design.

2) Tasks: Finding a perfect match that approaches to the
minimum weight match of the hyper weighted bipartite
graph G.

3) Objective: Reducing the hotspots by minimizing wmax
and wmax − wmin.

B. Problem Solving

We propose an improved simulated annealing (ISA)
algorithm for solving the problem, as depicted in Fig. 8.

The initial perfect match of graph G is established from
the given original placement file and the temperature of each
circuit block in B is extracted from the temperature profile.
Then the optimal perfect match is obtained by iteratively
exchanging the edges of G and evaluating the adjustment.
The hotspot is taken as one of the optimization objectives for
evaluation during this process. With multitudes of iterations,
the optimal perfect match with as few hotspots as possible
is worked out when the annealing temperature TSA or the
iteration reaches the threshold.

The given original placement file is an area-and-timing
optimized placement result. Thus during the process of the
hotspot-driven placement, the selected edge pair should satisfy
the following prerequisites: (Prerequisite 1) being capable of
effectively reducing hotspots; (Prerequisite 2) not disturbing
the optimized area and timing as possible as it could.

Prerequisite 1 (Increasing the Efficiency of Hotspot Reduc-
tion): For a perfect match of G, it is unexpected if hotspots
in B map to the positions of C in clusters which would
increase the peak temperature wmax and the temperature

Fig. 8. TeSHoP algorithm flow.

gap wmax − wmin. Thus, operations of exchanging the edge
between hot and cold blocks which indicate remapping hot
blocks to positions with cold neighbors are preferred in our
algorithm. We define a temperature difference lower bound δ
as one of the metrics for choosing suitable pairs of edges in G
for adjustment. For a pair of blocks {bi , b j } whose temperature
are {Ti , Tj }, it could be taken as a pair of candidate for edge
exchange unless it satisfies

| Ti − Tj |≥ δ (4)
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where the positive real number δ is the user-defined lower
bound of the temperature difference.

Prerequisite 2 (Keeping the Optimized Area and Timing
From Being Disturbed as Much as Possible): The area and
timing are intuitively considered to be taken as part of the
optimization objectives. However, even though the cost of
area, timing, and hotspot are jointly taken for optimization,
the optimized area and timing would still be disturbed because
the start point of the placement is an area-and-timing opti-
mized result where the normalized cost of area and timing
is magnitudes lower than that of unoptimized hotspot at the
beginning of the optimization. Even with the premier work
of parameters trading off, the disturbance on area and timing
would still be masked by the significant improvement of
hotspot. In consequence, the area and timing are disturbed and
need a long time to converge to a new optimized result along
with the hotspot optimization which degrades the efficiency.

Therefore, to decrease the disturbance on the optimized
area and timing, we define an overhead threshold ε for the
area and timing cost. For a pair of candidate blocks {bi , b j },
the edge exchange would be considered only when the area
and timing degradation induced by this change is under the
overhead threshold, as in

α · �norm(Area) + β · �norm(Delay) ≤ ε (5)

where α, βε(0, 1) are the tradeoff parameter of area and
timing cost, respectively. εε[0, 1] is the user-defined overhead
threshold. The calculation of the normalized increment of area
and timing cost is shown in

�norm(Area) = cost(Area) − costprev(Area)

costprev(Area)
(6)

�norm(Delay) = cost(Delay) − costprev(Delay)

costprev(Delay)
(7)

cost(Area) =
Nnets∑

n=1

q(n)

[
bbx(n)

Cav,x(n)
+ bby(n)

Cav,y(n)

]
. (8)

The cost of area cost (Area) and timing cost (Delay) follow
the computation in the versatile placement and routing (VPR)
tool of VTR [27], [28]. The area cost (Area) is computed by
the linear congestion function as shown in (8) [27]. It is the
sum of all the fan-out which is denoted as Nnets in the circuit.
For each fan-out n, bbx , and bby denote the horizontal and
vertical spans of its bounding box, respectively. The q(n) is the
compensation factor. Cav, x(n) and Cav, y(n) are the average
channel capacities in the x and y directions over the bounding
box of fan-out n. The timing cost (Delay) is computed by the
timing model in [28]. It is computed with the RC parameters
extracted from the architecture file.

For an arbitrary pair of blocks, on condition that
both (4) and (5) are satisfied, the cost of the hotspot would then
be calculated and the overall cost would finally be worked out
for assessing the adjustment. The hotspot cost [cost(Hotspot)]
is defined as follows:

cost(Hotspot) = wmax × (wmax − wmin). (9)

Fig. 9. Matrix T , M(�T ), and D.

Fig. 10. Distance template.

And the overall cost function for hotspot optimization is

cost = α · cost(Area) + β · cost(Delay) + γ · cost(Hotspot)

(10)

where α, β are the same tradeoff parameter as in (5), γ ε(0, 1)
is the tradeoff parameter of hotspot. The three parameters
satisfy α + β + γ = 1.

During the iteration process of ISA, the weight in W is
intuitively supposed to be recalculated because weights are
dynamically changed with different perfect match of G. Since
there are n edges in a perfect match and (2r +1)2 computation
items in a weight, the time complexity of calculating W is
O(n × r2), which is time-consuming. Therefore, we parse
the weights of W to a temperature matrix T , a temperature
difference matrix M(�T ) for each perfect match, and a
distance template D for a specific r , as shown in Fig. 9. The
n ×1 matrix T lists the temperature of each bi in order which
corresponds to the first computation item in wi j . The M(�T )
is an n × [(2r + 1)2 − 1] matrix, where each row i lists the
temperature difference of the rest (2r +1)2−1 items in weight
wi j . A 1 × [(2r + 1)2 − 1] distance template D contains the
inversely relative distances from each of the (2r + 1)2 − 1
neighbors to the center, as shown in Fig. 10. Thus, we have

W = T + M(�T ) × DT . (11)

Taking Fig. 7(a) for example, the neighbors of block b5 are
bordered by a 3×3 dotted template highlighted in green. Thus
the weight of e5,5 can be written as

Mw5,5 = [T(0,5) T(1,5) · · · T(10,5)]
D =

[
1

(2
√

2)3

1

23 · · · 1

(2
√

2)3

]

w5,5 = T5 + Mw(5,5) × DT .

Similarly, the temperature difference matrix M(�T )
of Fig. 7(a) is
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Apparently, wi j changes only if ei j or any of its neighbor
remap, just as the items on green line for b5 or the items on
blue line for b10. We establish a 4 × [(2r + 1)2 − 1] matrix
Maffected(�T ) to temporarily record the changes where the two
rows are recorded with the computation items of two selected
blocks and the rest two rows are recorded with the affected
items in the neighbors. Therefore, we only need to calculate
the Maffected(�T ) in each iteration for updating M(�T ). And
thus, the time complexity of each iteration is significantly
reduced to O(r2).

V. EXPERIMENTAL EVALUATION

We performed the experiments through the flow as described
in Section II. For evaluation of our TeSHoP technique, we
additionally inserted the sensor network into the circuits after
the hotspot optimization to obtain the optimized temperature,
as shown in Fig. 11. While it is worth noting that the
insertion after the optimization is unnecessary for practical
applications.

A. Benchmarks and Parameter Setting

The design flow of TeSHoP is the extension of
VTR-to-bitstream who only supports Xilinx Virtex-6
xc6vlx240t-ff1156 FPGA with ISE design suit and a limited
number of benchmark circuits at present. In consequence,
we adopt ml605 as our target FPGA board and apply the
compatible benchmarks for our experiments. Since the
heterogeneous blocks of FPGAs are also supported by
the VTR currently [29], our optimization supports all the
available resources on chip. The original physical information
of the benchmark circuits is outlined in Table I. Since it is
recommended to keep the CLBs utilization under 80% for a
design on chip [30], we categorize the utilization below 30%,
between 30%–60%, and above 60% as small, medium, and
large size design, respectively.

In the TeSHoP algorithm, we set the range of thermal effect
r = 14, because the thermal influence out of this range is
negligible even for the worst temperature distribution [25].
The ambient temperature is 25 °C during the experiments and
pseudorandom vectors are continuously input to the circuit
during the run-time.

The available CLBs of ml605 are arranged in 100 × 240
array and the RO-based sensor network is set with 5 × 5,
10 × 10, and 15 × 15 grids for experiments. The resource
utilization of the three different grid partitions is listed in
Table II. For each grid partition, we set 3 different values

TABLE I

RESOURCE UTILIZATION OF BENCHMARK CIRCUITS

TABLE II

RESOURCE UTILIZATION OF DIFFERENT GRIDS

TABLE III

PARAMETER SETTING AND THERMAL IMPROVEMENT

for the parameter γ , which are 0.01, 0.03, 0.05. And the other
two parameters, α and β, are set equivalent and simultaneously
satisfy α + β + γ = 1.

We use a typical benchmark stereovi sion2 to discuss the
parameter γ and the grid partition of the sensor network
under different values. The experimental results are depicted in
Table III. We evaluate hotspot optimization with the aspects of
peak temperature reduction and thermal uniformity improve-
ment. And the peak temperature is evaluated by the maximum
value in the temperature profile while the thermal uniformity
is calculated with the standard deviation of grid temperatures
on chip. As shown in the table, optimizations of 5 × 5 grids
are much worser than that of 10 × 10 and 15 × 15, while
15 × 15 grids are comparable with 10 × 10 for both peak
temperature and thermal uniformity, but 15 × 15 grids take
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Fig. 11. Experimental flow of TeSHoP technique.

Fig. 12. Optimization and overhead under various γ .

Fig. 13. Peak temperature reductions under various ε and δ.

longer execution times and require 3.15% more resource
utilization for online temperature sensing, which may be
inapplicable for circuits of high resource requirement. As for
the tradeoff parameters, hotspot weight of 0.03 and 0.05
achieves significantly better optimizations than that of 0.01
for both peak temperature and thermal uniformity. Since the
peak temperature reduction and performance are the two key
concerns in this paper, the corresponding optimization and
overhead for γ ≥ 0.01 under the 10 × 10 grid partition are
shown in Fig. 12. The peak temperature has a significant
reduction and then a little improvement for γ ≥ 0.03. And the
frequency shows that the performance has a little degradation
for γ ≤ 0.03, however, it decreases rapidly along with the
increase of γ .

With the experiments and analysis above, we set the tradeoff
factors to be α = 0.485, β = 0.485, γ = 0.03 in the

TeSHoP and partition the Virtex-6 FPGA with 10 × 10 grids
for RO-based sensor network in our experiments.

The temperature difference lower bound δ and the over-
head threshold ε are two user-defined parameters. Higher
δ could increase the possibility of hotspots mitigation and
lower ε could reduce the disturbance on optimized area and
timing. Since the feasible range of the two parameters are
δε[0, 1], εε(0,+ ∝), we take a series of parameter pairs in
their feasible range for evaluation.

B. Results and Analysis of Hotspot Reduction
Since the average online temperature is empirically at least

5 °C lower than the peak temperature, we take the δ with
0,3,5,7 and ε with 0.001,0.5,1 for experiments.

The peak temperature reductions under various parameter
settings are depicted in Fig. 13. Above each bar, the data



2534 IEEE TRANSACTIONS ON VERY LARGE SCALE INTEGRATION (VLSI) SYSTEMS, VOL. 25, NO. 9, SEPTEMBER 2017

Fig. 14. Thermal uniformity improvement under various ε and δ.

Fig. 15. Best-effort performance under various ε and δ.

from bottom to top represents the minimum temperature, the
peak temperature, and the peak temperature reduction under
the corresponding parameter setting. Bars with the same color
scheme have the same ε. The peak temperature reduction
exhibits a negative relation with the parameter δ for most
benchmark circuits, which can be seen from most groups of
bars with the same color scheme in each circuit.

The thermal uniformity under various parameter settings is
depicted in Fig. 14. Above each bar, the data from bottom
to top represents the thermal uniformity and the improvement
ratio. Bars with same color shade have the same δ. The thermal
uniformity exhibits a positive relation with the parameter ε
for most benchmark circuits, which can be learnt from most
groups of bars with the same color shade in each circuit.

In the adopted benchmark circuits, the small size circuits
achieve the most significant improvement on the thermal
uniformity with up to 14.52%. Since the small size cir-
cuits occupy a minority of blocks with a small proportion
of hotspots, the reduction on hotspots would prominently
improve the thermal uniformity. However, the peak temper-
ature reduction in the small size circuits is less impressive
than the medium or large size circuits, because the differ-
ence between the peak and minor temperature is less severe,
which indicates a smaller optimization space on hotspots. The
medium size circuit achieves the most significant reduction
on peak temperature with up to 7.75 °C. The medium size
circuit has a larger amount of hotspots than the small size
circuit and a greater space for hotspot migration than the
large size circuit. Therefore, the hotspots can be effectively
reduced in the medium size circuits. The large size circuit
achieves a comprehensive optimization on both of the peak
temperature reduction and thermal uniformity improvement.

Since a majority of blocks are occupied on the FPGA, the
hotspots are extremely serious for the large size circuits. Even
though it has less space for hotspots migration, the distinct
optimization on the peak temperature and thermal uniformity
demonstrate the effectiveness of the TeSHoP technique.

C. Results and Analysis of Performance

To evaluate the performance influence of the TeSHoP tech-
nique, we extract the critical path delay of the optimized
circuit-only designs in the post-route stage via the timing
analyzer tool of ISE design suit.

To evaluate the performance of the TeSHoP with the best-
effort timing constraints, we add a physical timing constraint
at the routing stage of ISE. The physical timing constraint
is tightened step by step to explore the upper bound of the
constraint. The best-effort frequencies of each benchmark cir-
cuit under various parameter settings are illustrated in Fig. 15.
The bars in black exhibit the frequencies of original VPR.
Bars with the same color scheme have the same δ. As can
be seen that the frequencies of the design after the TeSHoP
are still lying in the same level as the original ones, with
slight performance degradation. In addition, for the same δ,
most circuits demonstrate a slight degradation along with the
increase in ε. All the benchmark circuits degrade distinctly on
the frequency for ε > 0.001.

Our technique can optimize hotspots up to 7.75 °C
reduction in peak temperature and 14.52% improvement in
thermal uniformity. With the consideration of performance
conservation, our technique can achieve up to 4.78 °C peak
temperature reduction and 6.96% thermal uniformity improve-
ment with slight performance degradation. Even though the
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Fig. 16. Temperature profile before and after the TeSHoP with δ = 7, ε = 0.001. (a) Stereovision3-before. (b) LU8PEEng-before. (c) Stereovision2-before.
(d) mcml-before. (e) LU32PEEng-before. (f) Stereovision3-after. (g) LU8PEEng-after. (h) Stereovision2-after. (i) mcml-after. (j) LU32PEEng-after.

Fig. 17. Gaussian fit of temperature distribution before and after the TeSHoP with δ = 7, ε = 0.001.

hotspot optimization degrades slightly with the consideration
of performance, the hotspot reduction and thermal uniformity
improvement are still significant for all the benchmark circuits.
As an illustration, the TeSHoP with δ = 7, ε = 0.001 is
adopted as a representation. It achieves better performance
conservation with less significant peak temperature reduction
among the parameter settings. Fig. 16 shows the temperature
profile before and after the TeSHoP with δ = 7, ε =
0.001. Hotspots are effectively mitigated after the optimiza-
tion, just as some examples highlighted in white circles. More
specifically, Fig. 17 depicts the Gaussian fit of temperature
distributions before and after the TeSHoP with δ = 7,
ε = 0.001 for each circuit. The curve in leftward means lower
temperature for the whole FPGA. And the narrower the shape
of curve is, the better temperature uniformity the FPGA has.
We can see that all the benchmarks have a significant improve-
ment on both temperature reduction and thermal uniformity,
which is particularly distinct in larger circuits.

The execution time of an example implementation, the
TeSHoP with δ = 5 and ε = 0.001, is listed in Table IV.

TABLE IV

EXECUTION TIME OF TeSHoP WITH δ = 5, ε = 0.001

The ISA starts from the area and timing optimized place-
ment and the execution efficiency is effectively enhanced by
the algorithm improvement. Thus, the execution time of the
hotspot-driven placement is comparable with the original one
and even gains improvement for some benchmark circuits. The
execution time of the whole TeSHoP implementations is from
0.39 to 6.97 h, where the prolonged time mainly results from
the double implementation of the placement and routing.



2536 IEEE TRANSACTIONS ON VERY LARGE SCALE INTEGRATION (VLSI) SYSTEMS, VOL. 25, NO. 9, SEPTEMBER 2017

VI. CONCLUSION

We have presented a deeper exploration of TeSHoP
technique for FPGAs. First, we propose an on-chip sensing
method to obtain the temperature profile for fine-grained
design optimization, which reflects a much more accurate
online temperature distribution of the FPGA. Second, we pro-
vide a high-level formulation of the hotspot-driven placement
problem with the hyper minimum bipartite matching model
and propose a heuristic algorithm for solving the problem. The
proposed algorithm is efficient in hotspot optimization and,
meanwhile, capable of keeping the performance from being
disturbed as much as possible. Furthermore, we extend the
VTR-to-bitstream to an open-source/commercial hybrid design
flow to implement the hotspot reduction. The proposed design
flow supports the commonly used physical timing constraints
of the commercial tool. All the experimental statistics come
from the results measured on a real FPGA. The results show
that our technique can optimize hotspots up to 7.75 °C reduc-
tion in peak temperature and 14.52% improvement in thermal
uniformity. With the setting of the user-defined parameters,
our technique is adaptive to performance-sensitive circuits with
up to 4.78 °C peak temperature reduction and 6.96% thermal
uniformity improvement under specific timing constraint.
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